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ABSTRACT

This article addresses the issue of personal data protection related to medical services in light of recent
technological developments. The global medical system is witnessing a major digital transformation toward
artificial intelligence and the Metaverse. The article uses a scientific approach based on diagnosing
technological developments and linking them to the current legal framework through an analytical approach.
The article concludes that the traditional contractual relationship between doctor and patient has undergone
radical transformations, with the entry of third parties that manage artificial intelligence systems, such as
Metaverse and other digital platformms and cloud spaces. Therefore, there are justifiable concerns regarding the
threat to the confidentiality of the doctor-patient relationship on the one hand, and the privacy of personal
data resulting from the use of these systems on the other. Furthermore, there is a need to give national
legislation a transnational dimension to ensure that patients' rights to the protection of their personal data
are not violated.
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1. INTRODUCTION

The integration of artificial intelligence and the
virtual world into healthcare services is reshaping the
digital ecosystem, creating new forms of interaction,
data exchange, and identity representation.
Traditionally, the doctor-patient relationship has
been simple and straightforward, but it has become
more complex with the introduction of technology to
guide, examine, and treat patients. Although humans
have not been replaced in the healthcare field, the
introduction of technology has sparked significant
legal debate. This technology contributes to the
generation of massive data related to patients'
identities, behaviors, and lifestyles. This raises
questions about how to protect this data. This
technological development has made transnational
digital platforms a reason to rethink the principle of
territoriality in personal data protection laws and to
activate international cooperation between countries
in ensuring the protection of patients' personal data.
However, all currently existing personal data
protection laws were enacted at a time before the
emergence of artificial intelligence systems and
metaverse programs; hence, there is a noticeable gap
in this area.

Perhaps one of the most significant issues raised in
this article relates to the emergence of new forms of
data, through the concept of digital avatars and
virtual identities, and how these challenge traditional
definitions of "data subject" in law.

This article aims to identify and address the legal
issues associated with protecting personal data when
using Al and Metaverse systems in healthcare, and
how patient consent and compliance by operators of
these platforms play a significant role in data
protection.

2. METHOD

The article uses a scientific approach that is
appropriate for studying the subject from the point of
view of legal sciences, as it relies on the analytical
approach in order to analyze the texts of national laws
of countries and international law. It also relies on the
descriptive approach in describing the laws in order
to diagnose them in terms of the extent to which they
keep pace with the developments taking place in this
field. The article also relies on the comparative
approach in order to compare the various laws of
different countries.

3. RESULTS AND DISCUSSION
3.1. Definition Of Personal Data

Personal data, also known as personal

information, is essentially a set of information,
regardless of its source, that identifies or makes a
person identifiable, based on elements related to the
person, such as their body, biometric data, and even
their behavior. (Bygrave, 2010; Stalla-Bourdillon &
Knigh, 2016). In French law, “personal data," is
information relating to an identified or identifiable
natural person (e.g., last name, first name, social
security number, address, telephone number, email
address, photo, fingerprint, geolocation data, IP
address, or online identifier).A person is said to be
identified when their identity is known. A person is
identifiable when they can be identified, even if their
first and last name remain unknown, by cross-
referencing a set of data (e.g., a woman living at a
given address, born on a given day, and a member of
a given association) (Department of Legal and
Administrative Information, 2024) . In UK law,
"personal data" is defined under the UK General Data
Protection Regulation (UK GDPR) and the Data
Protection Act 2018 as any information relating to an
identified or identifiable living individual ("data
subject"). According to the terms of the Act, an
individual is identifiable if they can be identified,
directly or indirectly, by reference to identifiers such
as a name, identification number, location data,
online identifier, or to one or more factors specific to
their physical, physiological, genetic, mental,
economic, cultural, or social identity. This definition
emphasizes the broad scope of what constitutes
personal data, covering both obvious identifiers (like
names) and less direct ones (like IP addresses or
behavioral characteristics) (Warren, 2002; Wallace et
al, 2014). The Algerian legislation defines personal
data or information in Article 03, Paragraph 01 of Law
18-07 as: “Any information, regardless of its source,
relating to a known or identifiable person, referred to
below as ‘the person concerned’, directly or
indirectly, particularly by reference to an
identification number or one or more elements
specific to his physical, physiological, genetic,
biometric, psychological, economic, cultural or social
identity.”

3.2. Legal Protection of Personal Data in
International Conventions

Many international conventions and agreements
stipulate the protection of personal data. Among
these conventions is the Universal Declaration of
Human Rights, Article 12 of which states that “No one
shall be subjected to arbitrary interference with his
privacy, family, home or correspondence, nor to
attacks upon his honor and reputation.” Everyone has
the right to the protection of the law against such
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interference or attack (Lim and Junhyoung, 2025). The
OECD Convention on Consumer Protection in
Electronic Commerce also includes provisions on
privacy risks, security, payment protection, and the
safety of goods. The OECD Recommendation on
Privacy Protection and Cross-Border Flows of
Personal Data includes key principles, including
those related to limiting data collection, data quality,
security  safeguards, individual participation,
accountability, and more (Qin et al, 2025; Shaik &
Poojasree, 2021 ).At the European Union legislative
level, we find the General Data Protection Regulation
(GDPR) of 2016, which provides a strong framework
for the protection of personal data in the European
Union (Sarabdeen & Mohamed, 2025).

3.3. Legal Protection of Personal Data in
National Law

National law defines the processing of personal
data as any operation or set of operations carried out
by automated or non-automated means on personal
data, such as collection, recording, organization,
storage, adaptation, modification, extraction, access,
use, communication, by transmission, publication, or
any other form of availability, approximation, or
environmental connection, as well as blocking,
encryption, erasure, or destruction (Bouker, 2024).
The Algerian legislation also obligates the person
responsible for processing personal data and
information to take appropriate technical and
organizational measures to protect personal data
from accidental or unlawful destruction, loss,
publication, or unauthorized access, especially when
processing requires sending data over a specific
network, as well as protecting it from any form of
unlawful processing, as processing must include
taking an appropriate degree of security measures in
view of the risks (Meramria & Bouadjila, 2024).

3.4. New Challenges

3.4.1. The Use of the Metaverse in Healthcare
Services

The integration of the Metaverse into healthcare
services represents a paradigm shift in the current era,
providing immersive, interactive environments for
medical training and teaching, remote consultations,
mental health treatment, and patient education.
Through virtual reality (VR) and augmented reality
(AR), healthcare professionals can simulate surgical
procedures, collaborate across borders, and provide
real-time care in 3D virtual clinics (Jeong & Lee, 2025;
Chaddad & Jiang, 2025). Furthermore, the Metaverse
is currently being used to train specialists and

students to perform virtual surgeries. Virtual
laboratories are interactive digital simulations of
activities typically performed in physical laboratory
settings. These virtual laboratories mimic the tools,
equipment, tests, and procedures used in various
medical, engineering, chemistry, physics, and other
disciplines to create a realistic scenario. Recent global
studies have demonstrated how educational activities
that resemble real-world work conditions enhance
learning transfer (Marwa, 2025; Burlacu et al, 2025).

It is important to note that this innovation
enhances the accessibility and efficiency of medical
care, particularly for remote or underserved
populations. However, the Metaverse poses
downsides related to privacy challenges. The
immersive nature of these environments means that
users generate large amounts of sensitive biometric,
behavioral, and health data. Unlike traditional
telemedicine platforms, the Metaverse collects real-
time inputs, such as facial expressions, eye
movements, voice patterns, and physiological
responses. This information is often classified as
personal data by law and can potentially reveal
highly personal information. Ensuring compliance
with data protection laws, such as the General Data
Protection Regulation (GDPR), becomes increasingly
important. Therefore, developers of these programs
must consider how to ensure their programs comply
with legal rules related to the protection of personal
data (Adil et al, 2025, Pasa, 2025). There is also a legal
debate surrounding the ownership of data generated
by the wuse of virtual reality software. The
involvement of developers and virtual reality service
providers raises concerns about data ownership.
Software developers must incorporate patient
consent and combat unauthorized access. Strong
encryption must be adopted to ensure transparent
privacy and strict access controls to prevent the theft
of patient data or access to their identity (Bayaraa et
al, 2025, Adeyinka & Adeyinka, 2025).

3.5. The Use of Al In Healthcare Services

There are several risks associated with using Al in
healthcare, including the potential for misuse that
violates human rights to privacy and personal data
protection laws. Al systems can collect information on
patient healthcare and behavior. This is sensitive
information protected by national law (Corfmat et al,
2025; Wilhelm et al, 2025; Meskic et al, 2022; Hassan
et al, 2021). Al systems can meet personal data laws
by implementing data processor obligations as
defined in the law, which are principles that define
what a data processor must do, such as restricting use,
obtaining consent, and working with only necessary
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data (Zahra, 2025). The information most at risk is
personal data, patient records, biometric data, mental
health information, and finally, patient behavior and
lifestyle. Although Al developers in the healthcare
field are making significant strides in anonymizing
patients, concerns remain about whether they are
sufficiently anonymous and are protected from
hacking and unauthorized access (Zainab et al, 2025).
The most vulnerable types of patients when
processed by Al technologies include those with
chronic illnesses, mental health conditions, genetic
disorders, or rare diseases, as well as elderly
individuals and children. These groups often have
more detailed and sensitive health record (Abdulai,
2025; Joshi, 2025).

Currently, Al systems cannot be held civilly liable
for breaches of the law, because Al does not have legal
personality (Azis, 2025; Alsamara & Farouk, 2025).
Rather, the human operator of Al systems is liable
under civil law. For example, under the French Civil
Code, in the absence of specific provisions governing
specific categories of objects, Article 1242 Paragraph1
applies. Its general scope covers a wide range of cases.
This provision therefore applies to all movable and
immovable objects, moving and moving, dangerous
and non-dangerous. This general approach to
operator liability for objects is rooted in the nature of
Article 1242, which seeks to establish a framework for
civil liability arising from the use of objects regardless
of their characteristics. In short, Article 1242 of the
Civil Code, which reiterates the provisions of the
previous Article 1384, constitutes a central
mechanism for personal liability associated with
objects. It clearly defines the rules, enshrines
exceptions governed by specific regulations, and sets
limits on their application, taking into account the
inherent characteristics of certain categories of
objects. In the absence of special regulations, Article
1242 regulates the general rule that governs a variety
of things and circumstances, thus confirming the
pivotal and fundamental role of this rule in the field
of civil liability (Solaiman & Malik, 2025; Ballell,
2025). This principle could be extended to medical
services as well.

At the level of legal precedents, it is worth noting
the Meta case before the German courts. On May 23,
2025, the Higher Regional Court in Cologne heard an
urgent case filed by the German consumer protection
organization (VZ NRW) against Meta, accusing it of
violating the General Data Protection Regulation
(GDPR) by using historical user data to train artificial
intelligence systems without their explicit consent.
The organization demanded an immediate halt to
model training before the main lawsuit begins. The

court refused to issue an interim injunction against
Meta, considering that the legal criteria required to
prove urgent harm had not yet been met. It
emphasized that this decision does not preclude the
main case, which will be decided at a later stage
(Aitana et al; 2025).

Patient consent plays an important role in
protecting their data. Furthermore, hospitals and
clinics must implement their legal obligations in the
field of data protection by establishing audit and
inspection committees (Lekadiret al, 2025; Farouké&
Alsamara, 2023). We note that the current legal
framework is currently insufficient. For example,
there is a single text at the European Union level that
discusses the issue in detail, but legislation, including
European legislation, still lacks clear provisions
specifically for artificial intelligence (Judge et al, 2025;
Alsamara & Ghazi, 2024). From a technical
standpoint, the principle of privacy-by-design
remains the greatest guarantee for the protection of
personal data (Del-Real et al, 2025). In addition,
artificial intelligence impacts the confidentiality of the
doctor-patient  relationship.  Previously,  the
relationship was direct, without an intermediary, but
through applications, the intervention of a third party
has impacted this confidentiality. Algorithms and
cloud computing represent a third party that impacts
the confidentiality of the relationship between the
doctor and their staff on the one hand, and the patient
on the other. Since the operator of these cloud spaces
cannot be guaranteed to comply, these spaces often
cross-national borders, making it difficult to comply
with the laws of a single country (Albakjaji & Kasabi,
2021; Alsamara & Farouk, 2024). It is important to
note that digital identity management systems for
patients enable the reliable management of patient
records within a digital environment, allowing
control over access to patient data, verification of their
identity, and the obtaining of their explicit consent.

3.6. Liability For Damages Caused by Artificial
Intelligence and Metaverse Technology

Currently, there are no specific provisions
regulating civil liability for damages caused by
artificial intelligence and metaverse technology, as
this technology does not have legal personality and is
therefore subject to the general rules of civil liability
for things.

The person who uses or operates this technology
is responsible for its errors and the resulting damages.
This person may seek to hold the manufacturer liable
under the framework of product liability for defective
products.

3.7. Criminal Responsibility on the Personal
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Data Violation:

National law includes criminal provisions to
ensure the implementation of personal data
protection laws. Algerian law stipulates that, without
prejudice to the more severe penalties provided for in
applicable legislation, the processing of personal data
in a manner that does not respect human dignity and
privacy shall be punishable by imprisonment from
two (2) to five (5) years and a fine of 200,000 DZD to
500,000 DZD. Anyone who processes personal data in
violation of the law without the concerned party's
consent shall be punished by imprisonment from one
(1) to three (3) years and a fine of 100,000 DZD to
300,000 DZD. The same penalty shall be imposed on
anyone who processes personal data despite the
person concerned's objection, when such processing
is intended, in particular, for commercial advertising
or when the objection is based on legitimate grounds.
Finally, anyone who carries out or orders the
processing of personal data without respecting the
condition of prior authorization by the national
authority shall be punished with imprisonment from
two (2) to five (5) years and a fine from 200,000 DZD
to 500,000 DZD.

Tunisian law also includes provisions to guarantee
the protection of personal data, stipulating a prison
sentence of two to five years and a fine of five
thousand to fifty thousand dinars for anyone who
transfers personal data outside the country. Attempts
are punishable by two years' imprisonment and a fine
of ten thousand dinars for anyone who processes data
related to crimes. The same penalties apply to anyone
who processes personal data without the concerned
party's consent. Anyone who induces a person to
consent to the processing of their personal data by
deception, violence, or threats is punishable by one
year's imprisonment and a fine of ten thousand
dinars. Anyone who intentionally transmits personal

data for the purpose of achieving a benefit for
themselves or others or to cause harm to the person
concerned shall be punished with one year’s
imprisonment and a fine of five thousand dinars.
Anyone who intentionally processes personal data
without submitting the declaration stipulated in
Article 7 or obtaining the license stipulated in Articles
15 and 69 of the Data Protection Law, or who
continues to process data after the processing has
been prohibited or the license has been withdrawn, or
who publishes personal data related to health despite
the prohibition of the authority stipulated in the
second paragraph of Article 65 of the Data Protection
Law, or who transfers personal data abroad without
the authorization of the National Authority, shall also
be punished with one year’s imprisonment and a fine
of five thousand dinars.

4. CONCLUSION

The article highlights a legislative deficiency in the
field of personal data protection and reliance on
artificial intelligence and the metaverse. At the
national legislative level, there are no specific laws on
the subject. Therefore, software developers are called
upon to formulate professional ethical rules and
codes to fill the legal gap. The general rules contained
in personal data laws and civil law remain applicable
to the interference of third parties in the traditional
bilateral relationship between doctor and patient.
States are invited to promote a legal framework for
international cooperation to ensure a better protection
of personal data. Finally, states are urged to develop
an international treaty that clarifies responsibilities
regarding the use of Artificial Intelligence and the
Metaverse in the medical field, including aspects
related to personal data protection. Governments
should commit to incorporating this treaty into their
national legislation.
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