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ABSTRACT

The article addresses the issue of artificial intelligence (Al) and its impact on social imaginaries of power,
knowledge, and algorithmic surveillance in contemporary society. The objective of this study is to analyze the
configuration of social imaginaries around artificial intelligence (Al), scientific knowledge generation, ethics,
and algorithmic surveillance from the perspective of Ibero-American researchers. Methodologically, the study
is based on a qualitative approach with an interpretive phenomenological design, applying documentary
review techniques and semi-structured interviews with 20 experts from 11 Ibero-American countries:
Argentina, Bolivia, Brazil, Chile, Colombia, Ecuador, Spain, Mexico, Peru, Uruguay, and Venezuela. The results
indicate that, within the social imagination of the actors, Al is conceptualized as the culmination of modern
instrumental rationality, thereby reinforcing existing power structures and promoting algorithmic
surveillance. Moreover, its influence on research engenders tensions between optimization and the loss of
critical thinking, thereby promoting the standardization of knowledge. The absence of clear regulations and
the need for algorithmic control mechanisms are highlighted. In conclusion, a comprehensive ethical and
regulatory framework is recommended to ensure the equitable and transparent use of Al in knowledge
production, promoting integration with critical thinking and democratic values.

KEYWORDS: Knowledge, Ethics, Artificial Intelligence, Ai, Social Imaginaries, Research, Power,

Algorithmic Surveillance.
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1. INTRODUCTION

The advent of the information and network
society during the 20th century (Castells, 2001)
marked the onset of the fourth wave of the industrial
revolution, which is characterized by the
globalization of communications and network
interactions. This process has had profound
repercussions in different areas of society, including
the economy of employment, the education system,
and everyday interactions, among others. In this
context, Beck (2002) posits that the networked society
has engendered a global risk society, as evidenced by
phenomena such as the proliferation of the informal
economy due to labor flexibilization and
deregulation, the escalating prevalence of
unemployment, the predominance of multinational
corporations over national economies,
transnationalization in myriad dimensions, the
erosion of state legitimacy, the crisis of political
representation, and the escalating incidence of
violence and organized crime.

Conversely, Bauman's perspective (2003) posits
that the consolidation of the information and
network society has precipitated a transition from a
"solid" society, characterized by stable economic,
political, cultural, and social relationships and
physical proximity, to a "liquid" society, in which
these relationships become more fragile, volatile, and
mediated by digital technology, with a
predominance of remote interaction.

In this context, the 21st century has been marked
by the incorporation of information and
communication technologies (ICT) into various
dimensions of everyday life, generating significant
transformations. The digitization and virtualization
of numerous activities have been further accelerated
by the ongoing pandemic. One of the most salient
and contested issues in this process pertains to the
increasing integration of artificial intelligence (Al)
into society, which has given rise to a series of ethical
and social inquiries necessitating meticulous
examination. According to Lépez (2021), artificial
intelligence (AI) encompasses software and, in
certain instances, hardware systems that are
designed by humans to function in physical or digital
environments. These systems are designed to collect,
interpret, and process data to make optimal decisions
and achieve specific objectives.

The phenomenon of Al poses fundamental
challenges regarding its impact on humanity, with
potential repercussions ranging from a reduction in
job opportunities to a decline in empathy and
compassion in human interactions. In the long term,
this could contribute to the consolidation of social

imaginaries that represent a progressively
dehumanized global society. In this sense, from the
perspective of social imaginaries, the configuration
of the social world is determined by a system of
instituted meanings, which exist as effective
expressions of the imaginary (Castoriadis, 2007). In
this manner, Al systems would gradually influence
the social imaginaries of a progressively
dehumanized society.

In this context, the objective of this article is to
analyze and comprehend the established and
emerging social imaginaries concerning Al systems
in the generation of scientific knowledge, ethics, and
the necessity for algorithmic surveillance within the
framework of a technologized society. This approach
is informed by the perspectives of Ibero-American
researchers and intellectuals.

2. THEORETICAL BASIS
2.1. Artificial Intelligence and Social
Imaginaries

Al is a socio-technological phenomenon

developed by humans with the aim of solving
complex problems and improving their quality of
life. However, its proliferation has precipitated
substantial transformations across diverse domains,
including social imaginaries, giving rise to both
heightened  expectations and apprehensions
regarding its societal implications.

The genesis of Al can be traced back to 1936 with
the conception of the Turing machine and was
conceptually solidified in 1950 with the publication
of Computing Machinery and Intelligence (Brito et
al., 2019). However, its formal institutionalization
occurred in 1956 with the conference The Dartmouth
Summer Research Project on Artificial Intelligence,
led by John McCarthy (Brito et al.,, 2019; Ortega-
Esquembre, 2023; Otero, 2023). Since that time, the
field of Al has evolved in two primary directions. The
first is the mechanization of thought through
specialized machines. The second is the development
of intelligent agents based on algorithms.

Opinions on Al are divided between those who
consider the fears about its impact to be exaggerated
and those who warn of its risks to humanity. From a
sociological standpoint, the potential implications of
artificial intelligence (Al) for society are a subject of
considerable interest. While AI has been shown to
enhance quality of life, its extensive integration into
society could lead to significant cultural
transformations, subject humans to advanced forms
of Al, and even pose a threat to the continuity of the
species through the development of digital doubles
and virtual assistants (Brito et al., 2019; Sandoval et
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al., 2022).

This dichotomy aligns with the approach to
apocalyptic and integrated thinkers espoused by Eco
(1984): the former criticizes the impact of Al for its
potential to homogenize culture and weaken critical
thinking, while the latter see it as natural progress
that democratizes access to knowledge and
technology. However, Eco (1990) advances a more
comprehensive examination that encompasses the
risks and opportunities of Al in society.

From a functional standpoint, Al is delineated as
software and hardware systems designed by humans
to function in physical or digital environments,
collecting and interpreting data to make optimal
decisions to achieve specific objectives (Barrios-Tao
& Diaz, 2024; Lopez, 2021; Ortega-Esquembre, 2023).
From a forward-looking perspective, Al is regarded
as a transformative force that is reshaping society,
human interactions, and individual and collective
identities. In this process, technology is not only
created by humans, but also influences their
construction, colonizing their privacy and emotions,
and altering human subjectivity.

For their part, Berlinski et al. (2024) have
identified three dimensions/categories of analysis
from the perspective of social imaginaries regarding
Al institutional, organizational, and epistemic. From
an institutional perspective, the development of Al is
characterized by the interplay between free market
principles and state regulation. However, this
dynamic has resulted in the emergence of
surveillance systems that have the potential to
infringe upon privacy and individual liberties.
Concurrently, the concentration of power in large
technological powers and corporations has led to a
limitation of citizen participation in the decision-
making process regarding the evolution of these
technologies. The rapid implementation of
regulatory flexibility has occurred without a
thorough analysis of its effects.

From an organizational perspective, Al is
presented as a tool that improves productivity and
transforms  employment. = Nevertheless,  this
transition has resulted in increased standardization
and precariousness of employment, leading to a
reduction in employee autonomy. Algorithms
assume a pivotal role in decision-making processes,
thereby diminishing the necessity for human
intervention and fostering the adoption of
automation in various professional settings.
Conversely, from an epistemic perspective,
generative Al is positioned as a potential wellspring
of boundless knowledge access. Nevertheless, the
application's dependence on machine learning

algorithms without the requisite rigorous theoretical
validation engenders potential risks, as it has been
observed to lead to the homogenization of responses,
without ensuring the generation of verifiable
knowledge. This phenomenon can result in the
propagation of misinformation and the deterioration
of critical thinking skills.

Furthermore, Berlinski et al. (2024) caution against
the notion that artificial intelligence (AI) possesses
omnipotent capabilities, capable of resolving any
problem. This could potentially influence the
collective perception of the irrelevance of human
beings in various domains. This social imaginary
would represent a risk by minimizing the role of
human intervention in decision-making and
knowledge generation.

According to the points, the phenomenon of Al is
linked to a metapsychological crisis of Western
civilization. This crisis attributes to Al the solution to
all of humanity's problems (Farias, 2023) and to the
idea of the trivialization of evil (Espinosa, 2022). The
trivialization of evil is the idea that humanity, in
search of immediate satisfaction, sacrifices its well-
being and compromises its own survival.

2.2. Artificial Intelligence
Knowledge Generation

and Scientific

Al has transformed the generation of scientific
knowledge by automating processes of information
search, analysis, and synthesis (Abdelhafiz et al,
2024). However, its integration into the research
process poses ethical and methodological challenges
that require a clear regulatory framework (Cérdenas,
2023; Pacheco-Romero et al., 2023). In this regard, it
is necessary to examine the role of Al in research and
the dilemmas that arise around its use in scientific
production.

Regarding Al as a tool for the production of
scientific knowledge, authors such as Loépez-
Regalado et al. (2024) and Reyes & Mejia (2024)
highlight that Al has optimized bibliometric analysis
and data mining, allowing for more efficient
systematic review. Thus, tools such as biblioshiny
and bibliometrix facilitate the identification of
scientific trends and the prediction of emerging
areas. In addition, machine learning has been used
for hypothesis simulation in social sciences (Lépez-
Regalado et al., 2024). However, this technological
advance has generated debates about the role of the
researcher and the reliability of Al in scientific
production. Izquierdo-Condoy et al. (2024) point out
that Al should be understood as a complement to
human work and not as a substitute for critical
thinking or research experience. In this regard,
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Berlinski et al. (2024) warn that the speed with which
Al facilitates the publication of research could
prioritize  interests other than knowledge,
compromising its quality.

On the other hand, Al has been incorporated into
the writing and review of scientific articles. Models
such as ChatGPT and Grammarly assist in
grammatical correction and structural error
detection, while platforms such as Elicit synthesize
key findings from large volumes of literature
(Cérdenas, 2023). However, their indiscriminate use
poses risks to the originality and reliability of results,
as Al can generate texts that are structurally correct
but lack theoretical depth and critical analysis
(Burgos et al., 2023).

Given these difficulties and risks, ethical and
epistemological challenges arise in Al-based
research. In other words, one of the main problems
facing researchers is the lack of transparency of Al
algorithms. Senthil et al. (2024) argue that AI models
function as “black boxes,” making it difficult to
replicate results. This problem is exacerbated in
disciplines where data interpretation is critical, such
as the social and medical sciences. This problematic
situation generated by Al systems in research gives
rise to algorithmic surveillance.

Algorithmic bias has also been identified as a
threat to equity in knowledge generation. Cedefo et
al. (2024) warn that Al systems/models can
perpetuate pre-existing inequalities if the training
data is biased. An example of this is health research,
where Al tends to favor populations that are
overrepresented in data sets (Senthil et al., 2024).

In addition, the proliferation of articles generated,
in whole or in part, by Al has raised questions about
ethics in scientific publishing. Pacheco-Romero et al.
(2023) document cases where Al has generated
articles with fictitious references or invented data,
posing a challenge for scientific journals in terms of
content verification.

This implies an ethical approach to regulation and
strategies for the responsible use of Al systems.
Given the complexity of these challenges, various
authors have proposed strategies to ensure the
ethical use of Al in the research process. Ernst &
Young (2024) emphasize the importance of clear
regulations that define the role of Al in knowledge
production. Some scientific journals have begun to
require explicit disclosure of the use of Al in the
writing of articles and have prohibited
models/systems from being recognized as authors
because they lack responsibility for the content
generated (Abdelhafiz et al., 2024; Cardenas, 2023).

In terms of training, Cedefo et al, 2024 and

Izquierdo-Condoy et al. (2024) suggest that
universities include Al training in their academic
programs so that researchers can use these tools
critically. They also propose periodic audits of
research projects that use Al to ensure compliance
with ethical and methodological principles.

Another important measure is the improvement
of systems for detecting Al-generated texts. Tools
such as Originality.ai, Copyleaks, and Turnitin have
been implemented to identify the authorship of
documents, although they still have limitations
(Pacheco-Romero et al., 2023).

Therefore, Al has revolutionized the way
scientific knowledge is generated and validated, but
its use poses significant challenges in terms of ethics,
transparency, and fairness. While Al is a powerful
tool for optimizing research, its implementation must
be regulated and monitored to avoid bias and ensure
academic and research integrity. The scientific
community must lead the formulation of regulations
that promote the responsible use of Al systems,
without compromising the quality and originality of
the knowledge produced (Cedefio et al., 2024; Lépez-
Regalado et al., 2024).

2.3. Algorithmic Power and Surveillance

Recent research explores the intersection of Al,
power, and algorithmic surveillance. The
advancement of Al has transformed the way power
and surveillance are exercised and distributed in
contemporary society. Al and algorithms not only
process information but also structure social and
political relationships through mechanisms of
control, prediction, and segmentation (Evangelista,
2023). In this sense, from philosophical, legal, and
sociopolitical perspectives, four theoretical positions
are adopted for the purposes of this study, which are
outlined below.

From the Foucauldian theory of digital
panopticism and algorithmic governmentality,
(Dominguez & Dominguez, 2023) argue that
algorithmic surveillance has evolved from a
disciplinary model based on constant observation to
a form of digital governmentality. Here, algorithms
not only monitor behavior but also shape
individuals' future actions through predictive
systems and automated feedback. This model aligns
with the notion of biopolitics, where control is no
longer exercised explicitly but through technological
mechanisms that condition access to goods, services,
and opportunities. In line with the above, Evangelista
(2023) proposes the idea of “instrumental power” in
surveillance capitalism, in which algorithmic
systems do not seek to modify individuals'
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subjectivity, but rather to influence their behavior
without their explicit knowledge. This represents an
ethical and political challenge, as decision-making is
delegated to systems that operate under market logic
and state control, without clear accountability
mechanisms. On the other hand, from the
perspective of algorithmic surveillance theory and
the privacy crisis, it is argued that Al systems and
algorithmic governance have created a crisis in
citizens' privacy and autonomy. In this regard,
Campione (2021) describes how mass data collection
has transformed privacy into an obsolete concept,
where corporations and governments can track and
analyze personal information in real time without the
informed consent of users. This is evident in the
implementation of biometric monitoring and social
rating systems, which can determine citizens' access
to certain rights and benefits (Petrov et al., 2024). For
his part, Morales (2021) argues that the current
regulatory framework is insufficient to address the
challenges posed by artificial intelligence in terms of
data protection. Although regulations such as the
General Data Protection Regulation (GDPR) exist in
Europe, in practice consent to the use of data has
become a formality with no real value, as users rarely
have meaningful options to refuse the collection of
their information.

From the perspective of predictive theory and
algorithmic bias, there is a risk of algorithmic
discrimination, as AI models are often trained with
historical data that reflects pre-existing structural
inequalities. In this regard, Campione (2021) cites
cases such as the COMPAS crime prediction system
in the United States, which has demonstrated racial
bias by classifying certain social groups as “high
risk” without adequate oversight mechanisms.

Similarly, Tenorio (2021) points out that
algorithms can reinforce inequalities in access to
credit and employment by basing their assessments
on data patterns that discriminate against vulnerable
sectors. Similarly, Van Brakel (2021) warns that
oversight of surveillance algorithms is limited, as
traditional regulatory models focus on protecting
individual data but not on the socio-technical effects
of algorithmic surveillance, such as the
stigmatization of communities and digital exclusion.
This underscores the need to develop audit and
transparency mechanisms in Al systems to prevent
them from perpetuating structural inequalities.
Furthermore, drawing on theories of digital
colonialism and asymmetrical power, Evangelista
(2023) argues that the Global North's dominance over
digital infrastructure and big data has created a new
form of technological dependency in the Global

South, where platforms and technologies are
designed without considering the cultural and
economic particularities of these regions. This
phenomenon reinforces historical relationships of
exploitation and exclusion, consolidating an
ecosystem in which data becomes the new resource
extracted to benefit global technology corporations.

Juri (2023) adds to this by arguing that digital
sovereignty has become a central issue in global
governance. The ability of states to regulate the
collection and use of data within their territory is
limited by the transnational nature of technology
companies, which imposes the need for international
regulatory frameworks that balance innovation with
the protection of digital rights. Therefore, algorithmic
power and surveillance represent one of the greatest
contemporary challenges in terms of privacy, equity,
and social control. The literature reviewed
demonstrates that Al has transformed the dynamics
of power, shifting control from traditional
institutions to automated systems that operate with
limited transparency and social consequences that
are not yet fully understood. To mitigate these risks,
a multidisciplinary approach combining legal
regulation with socio-technical oversight and citizen
participation is needed.

Algorithmic surveillance should not be seen
solely as a technological issue, but as a political
problem that requires critical analysis from the social
sciences. In this sense, Al governance must be guided
by principles of social justice, transparency, and
informational self-determination to ensure that
technology is a tool for equity and not a mechanism
for exclusion and domination.

3. MATERIALS AND METHODS

The research is based on a qualitative
methodological approach (Herndndez-Sampieri &
Mendoza, 2018), as it seeks to understand the
perceptions and experiences of participants in
relation to the phenomena surrounding them.
Specifically, it examines their experiences,
interpretations, meanings, and conceptions of Al
systems in relation to the research process, ethics,
and algorithmic surveillance (Salgado, 2007). To this
end, a methodological design based on interpretive
phenomenology has been adopted, aimed at
exploring and interpreting subjectivities and
intersubjectivities expressed in the social imaginaries
of the actors involved (Quispe-Mamani et al., 2022;
Sandoval, 2002).

3.1. Participants and Research Techniques

The study is based on a population of 20
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researchers and experts from various disciplines
within the social sciences and humanities, who come
from 11 Ibero-American countries: Argentina,
Bolivia, Brazil, Chile, Colombia, Ecuador, Spain,
Mexico, Peru, Uruguay, and Venezuela. All of them
are part of the Ibero-American Network of
Imaginaries and Representations (RIIR). Participants
were selected through intentional and theoretical
sampling, prioritizing key informants with relevant
knowledge on the subject of the study and who were
available to participate in the research (Quispe-
Mamani et al., 2023).

Due to the qualitative nature of the study, a small
but representative sample was chosen from a
sociocultural perspective (Duque & Aristizabal,
2019).

Two main techniques were used to collect
information: document review and interviews.
Initially, various documentary sources were
reviewed, including written texts, audiovisual
material, and photographic records, from the project
design phase to the preparation of the final article
(Valles, 1999). A bibliographic record form was used
as a data collection tool, systematizing the
information based on the content analysis technique
(Quispe-Mamani & Ayamamani-Collanqui, 2023).
Subsequently, semi-structured and in-depth
interviews were conducted, which allowed for the
collection of data on the social imaginaries of the
participants in relation to Al systems in research,
ethics, and algorithmic surveillance (Lopezosa, 2020).

3.2. Data Analysis Procedure

Data analysis was carried out in five phases. In the
first phase, after selecting and contacting key
informants, an interview guide was applied,
recording conversations via Zoom
videoconferencing, with the prior informed consent
of the participants. Subsequently, the interviews
were manually transcribed into Word documents
and edited to assess the quality of the information
collected. Data collection took place between June
and August 2024.

In the second phase, based on qualitative content
analysis (Duque & Aristizabal, 2019), 10 interviews
selected for their density and quality of information
were analyzed in depth. Using Atlas.ti software,
patterns of behavior and emerging subcategories
were identified, which served as the basis for coding
the rest of the interviews (Barquin et al., 2022;
Quispe-Mamani et al., 2023).

In the third phase, based on Atlas.ti v.24 software,
the interviews were coded, extracting a total of 644
quotes, which were classified into three categories:

one central and two main, all related to the social
imaginaries of the actors on artificial intelligence in
relation to research, ethics, and algorithmic
surveillance. In addition, emerging subcategories of
analysis were identified, which constitute the
research contributions.

During the fourth phase, the density of
interventions and testimonies was evaluated by
subcategory in order to select the most representative
quotes. In the fifth phase, the data was analyzed and
interpreted using two qualitative data analysis
techniques: qualitative content analysis and
discourse analysis.

Finally, to ensure the rigor of the study, a triple
methodological triangulation was applied: first, a
relationship was established between
phenomenology and the use of Atlas.ti (Kliiber,
2014); second, the results obtained through two
different data collection techniques (document
review and interviews) were compared; and third,
triangulation was carried out between the five
researchers of the interdisciplinary team, who
analyzed the data in a complementary manner (Forni
& De Grande, 2020; Llanos-Contreras et al., 2021).

4. RESULTS AND DISCUSSION

Given the nature of the methodological approach
of qualitative research, this section presents the
results and  discussion of the findings
simultaneously, with the aim of providing a clear
account of the research findings. In this sense, these
findings are presented, analyzed, and interpreted
around three categories of analysis: one central
category, referring to Al systems as the core social
imaginary of modern Western rationality; and two
main categories, referring to the implications of Al in
knowledge generation, and algorithmic ethics and
surveillance.

Around each of these three categories of analysis,
a diversity of social imaginaries emerged, expressed
in the form of subcategories of analysis, which are
presented below.

4.1. AI as the Score Social Construct of Modern
Western Rationality

Figure 1 presents the core social imagery of
modern Western society in relation to Al
highlighting it as an expression of modern
instrumental rationality (E=156). This interpretation
is consistent with the theory of the evolution of ICT
in modern society, which emphasizes that Al systems
are not only an expression of technological
development, but also a sociocultural and political
phenomenon that reflects the aspirations, fears,
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myths, and power relations of modernity (Berlinski

et al., 2024; Sandoval et al., 2022).

| would say that artificial intelligence is the last
link, the final link in a historical process, in a
chain of elements that have been woven
together in the West. Let's not lose sight of the

Behind everything there is a vision of
making the world an orderly place. The
somewhat Nietzschean and Castoriadis
idea that the world is chaos. Magma is

chaos, that is, the essence of social life, as
with any living organism, is not order, it is
order and disorder at the same time, but it
is that element that cannot be confined to
the magmatic order of chaos. The disorder
of life itself needs to be redirected towards

~

Al AS AN EXPRESSION

fact that, always in the West, its ultimate
fulfillment would be artificial intelligence (quote

5:13). Technologies and Al

as the final link in the
historical process, are
the core social
constructs of a modem
society. | believe that
there is a fundamental

/

order, because the very existence of OF MODERN idea here that has to
. socjety is at stakg, an'd artific[al INSTRUMENTAL do with tlh.e transﬁpn
intelligence works in this direction, RATIONALITY from traditional society

imposing order on the essential disorder of

things (quote 5:46). /

What interests
modennity is to

The idea is that progress always leads
to greater perfection of humanity; the
future must be better than the present
and the past. This is actually a religious
view, a myth, but that myth is very well

oriented toward perfection. Because it is establish an
understood that it is a society left to equivalence
progress, it is a perfect society, because between
itis a more and better organized knowledge and
power;

society, it is a society where everything

is perfectly controlled (quote 5:37). knowledge must

influence a form
of power (quote

(Rooting/quotes: 156)

to modern society
(quote 5:14).

.

A mathematical

The modern idea
is to replace, so to

language is what speak, the
allows us to master omnipotence of
the world, so that in God with the

the end Heidegger
was basically heading
in the same direction.

He understood that

omnipotence of
human freedom,
and this, | would
say, is the core

the problem with imaginary of
modennity is that it modernity (quote
wants to calculate 5:17).
everything (quote

5:31).

Figure 1: The core Social Imagination of Modern Western Society.
Source: Own elaboration based on Atlas.ti v24.

A primary conclusion presented in Figure 1 is the
conceptualization of Al as the "final link in the
historical process" of instrumental rationality. This
notion finds substantiation in Habermas' sociological
theory (1999), which posits that modernity has been
characterized by the preeminence of technical-
scientific rationality over alternative forms of
knowledge and social organization. From this
perspective, artificial intelligence (Al) is regarded as
the zenith of a contemporary endeavor that aims to
calculate, control, and organize reality through
algorithmic processes (Heidegger, cited in Figure 1,
citation 5:31).

Figure 1 underscores the modern conception of
progress, asserting that it invariably leads to the
enhancement of humanity (citation 5:37). This
optimistic imaginary aligns with the position of
"integrated" groups in modern society (Eco, 1984),
who believe that technology democratizes access to
knowledge and improves social organization.

Nevertheless, this perspective has been the subject of
critique from the perspectives of sociology and
philosophy. Consequently, scholars such as Farias
(2023) have cautioned that the notion of Al as a
universal remedy for human challenges signifies a
metapsychological crisis within Western civilization,
wherein responsibility for decision-making and
shaping the future of society is entrusted to
technology.

An additional salient finding highlighted in
Figure 1 is the correlation between knowledge and
power in modernity (citation 5:32). In this regard, it
has been posited that Al serves to reinforce
asymmetrical power structures by centralizing
control of knowledge in the hands of large
corporations and states. This centralization of
knowledge has the effect of promoting algorithmic
surveillance that limits individual autonomy
(Dominguez & Dominguez, 2023; Evangelista, 2023).
In addition, Foucault's theory of digital panopticism

SCIENTIFIC CULTURE, Vol. 11, No 3.1, (2025), pp. 784-798



791

ARTIFICIAL INTELLIGENCE

enables the comprehension of how Al has evolved
into a mechanism of governmentality, wherein
technological knowledge is translated into forms of
domination and prediction of human behavior
(Foucault, 1976).

Moreover, Figure 1 demonstrates that Al
endeavors to impose order on the disorder inherent
in social life (citation 5:46). This approach is
associated with Castoriadis's (2007) theory of the
tension between order and chaos in the constitution
of social imaginaries. In essence, social imaginaries
are shaped in the context of chaos, while Al systems
come to shape order in the face of that disorder. In
this sense, Al is presented as a tool for stabilizing
uncertainty, but also as a device that can reduce

interpretive  diversity and critical thinking,
reinforcing a hegemonic model of rationality (Burgos
etal., 2023).

In short, the findings presented in Figure 1 show
that Al is understood as the ultimate expression of
modern Western instrumental rationality, a
phenomenon that reconfigures the relationships
between knowledge and power and projects a vision
of progress associated with both opportunities and
risks. Consequently, there is a necessity for critical
analysis and regulations to ensure the equitable and
ethical use of Al in contemporary society.

4.2. Implications of Al
Generation

in Knowledge
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Figure 2: Implications of Al in Knowledge Generation.
Source: Own elaboration based on Atlas.ti v24.

Figure 2 presents the results regarding the
implications of Al on knowledge generation,
breaking down its effects into various dimensions or
subcategories of analysis that emerged during
empirical field research. Each subcategory is then
analyzed in relation to the main category of analysis.

On the one hand, from the perspective of the
actors, the social imaginary of detriment to creativity,
critical thinking, and knowledge generation (E=65) is
shaped by the incorporation of Al into research. In
other words, the widespread use of Al in research can
negatively impact the creativity and critical thinking
of researchers. According to Izquierdo-Condoy et al.
(2024), the automation of information search and
synthesis can limit interpretative diversity and
promote the homogenization of knowledge.
Likewise, Burgos et al. (2023) warn that dependence

on algorithms can generate research lacking in
theoretical depth, weakening the analytical,
reflective, and critical capacity of researchers. Of the
findings, according to the actors, this is the one with
the greatest impact of Al systems on research and,
therefore, on knowledge generation, which requires
urgent attention in academia and other areas of
research and scientific knowledge generation.

Indeed, I believe that Al is replacing human
capacity, creativity, and critical thinking to some
extent because, | insist, it is making us a little weaker,
a little lazier, and more obsolete (16:6).

In the context of the previous social imaginary, Al
systems have generated greater competition and
competitiveness in research (E=35). In other words,
Al has intensified competition in knowledge
production, accelerating publication times and
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putting pressure on researchers. Berlinski et al. (2024)
point out that the speed with which studies are
generated can compromise scientific quality,
prioritizing quantity over academic and scientific
rigor. In this sense, Reyes & Mejia (2024) highlight
that Al allows for the optimization of data mining
and bibliometric review, which increases research
productivity but can also exacerbate job insecurity in
academia.

Yes, for example, my employment contract now
states that we go to a production, and I work at a
private university. So you have to produce a certain
number of papers per year, and if you don't, your
contract isn't renewed. So, people, faced with that,
are willing to pay whatever it takes (6:45).

Given the perception of competition and
competitiveness in research, there is a demand for
applied and  experimental interdisciplinary
education with Al (E=33). This social perception in
the context of Al systems requires a transformation
in higher education, promoting interdisciplinary
approaches that integrate exact sciences and social
sciences.

Truly, interdisciplinary work is needed, where
four true friends can come together. The
technological dimension of each university, with the
humanistic and social dimensions of each university,
interdisciplinary teams, humanists and social
scientists who begin to dialogue, who lay down their
weapons, so to speak, and sit down with the
technologists, and the technologists who lay down
their prejudices and sit down with the humanists
(10:58).

In this regard, Cedefio et al. (2024) highlight the
need to incorporate Al training into university
curricula to prepare researchers for the critical and
ethical use of these tools. Similarly, Berlinski et al.
(2024) suggest that experimental training with Al can
improve understanding of its potential and
limitations in academic and scientific research.

It is increasingly necessary to experiment. I
believe that the transformation of education is a
transformation that points toward experimentation
(10:41).

However, despite the fact that the actors strongly
believe that Al systems will predominate in
knowledge generation, creativity and critical
thinking are and must remain paramount over Al
(E=31). In other words, while Al optimizes research
processes, it does not and should not replace critical
thinking and human creativity.

I don't know if artificial intelligence will have the
capabilities to perform a thorough analysis in five or
ten years' time. I don't know how this will evolve, but

everything points to it happening. However, in the
field of social sciences and humanities, I can tell you
right now, and I'm going to stick my neck out here,
that I believe artificial intelligence will never be able
to replace subjectivity, feelings, and collective and
individual thinking in human beings. It will always
try to emulate and simulate, but it will never
completely replace it (12:39).

As Izquierdo-Condoy et al. (2024) argue, Al
should be seen as a complementary tool that
facilitates data analysis but does not replace
theoretical interpretation and the formulation of
research questions. Farias (2023) argues that the use
of Al in academia must be accompanied by a
strengthening of researchers' analytical and critical
skills to avoid the automation of thought and critical
reflection.

On the other hand, to the extent that AI has
revolutionized  knowledge  production by
automating the collection and analysis of large
volumes of data, it contributes to the development of
knowledge (E=14). In this regard, Abdelhafiz et al.
(2024) highlights that Al facilitates the identification
of patterns in complex databases, allowing for a
broader exploration of social and scientific
phenomena.

There are undoubtedly dozens or hundreds of
possibilities for expanding knowledge, and probably
thousands. If we know how to use it, it can be a very
useful tool for refining results, refining reflections,
expanding theoretical frameworks and conceptual
frameworks, thinking about the elements we are
researching from other perspectives, or reversing
(9:29).

However, Berlinski et al. (2024) warn that
unlimited access to Al-generated information must
be accompanied by rigorous validation processes to
prevent the spread of errors and algorithmic biases.
Furthermore, the predominant use of Al systems
tends to lead to the standardization of information
and knowledge (E=8). In other words, the
widespread use of Al in research can lead to a
standardization of knowledge, reducing interpretive
and methodological diversity. As Campione (2021)
argues, algorithms tend to prioritize certain patterns
and sources of information, which can lead to biases
in academic output.

Of course, it has to do with a society that is much
more subject to mechanical rationalization, to greater
standardization, even in the organization of different
forms of life experience, in a uniformity of experience
(...), experience is overshadowed by calculation,
when calculation supplants experience (5:53).

Given this landscape of bias and uncertainty in
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knowledge generation, Senthil et al. (2024) warn of
the need to design Al systems that promote
epistemological diversity and allow new lines of
research to emerge.

The emergence of new lines of research will be
possible to the extent that there is integration
between the natural sciences and the social sciences
(E=7). In other words, the impact of Al on research
requires an interdisciplinary approach that integrates
natural sciences and social sciences. In this vein,
Evangelista (2023) points out that Al cannot be
understood exclusively from a technical perspective
but must be analyzed in relation to its social and
political implications. Similarly, Juri (2023) argues
that the regulation of Al in research must consider
scientific, ethical, and epistemological aspects,
promoting convergence between different
disciplines to address its challenges.

In summary, the findings presented reflect that Al
has revolutionized knowledge generation, but also
poses significant challenges in terms of regulation,
equity, and transparency. Given this situation, a
multidisciplinary —approach combining ethical
regulations with periodic audits on the use of Al in
research is suggested (Cedefio et al, 2024).
Throughout this process, the scientific community
must lead the formulation of regulations that
promote the responsible use of Al, ensuring its
integrity and reliability in the production of
knowledge.
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4.3. Ethics and the Demand for Algorithmic
Oversight

Figure 3 presents the findings regarding the
ethical implications and demand for algorithmic
oversight in the development and use of Al systems.
Next, each of the seven subcategories of emerging or
social imaginaries of the actors in relation to ethics
and algorithmic oversight is analyzed.

On the one hand, the ethical dimension for Al
design (E=72) emerges in the actors' imaginary as a
mechanism for control and algorithmic surveillance
in the design of Al systems, that is, the introduction
of algorithms that monitor the algorithms themselves
in the process of research and knowledge generation.
The design of such Al algorithms must be governed
by ethical principles that ensure their responsible
use.

The first thing that must be done is to establish an
ethical framework for the design and use of Al,
followed by a national public policy on artificial
intelligence, which should then be legislated, leading
to the creation of laws, decrees, etc. (6:29).

Regarding this procedure, Ernst & Young (2024)
emphasize the need to establish regulations that
prevent algorithmic manipulation and bias in
automated decision-making. Similarly, Cedefio et al.
(2024) suggest the implementation of codes of
conduct for Al developers, promoting transparency
and fairness in technological processes.
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Figure 3: Ethics and the Demand for Algorithmic Oversight.

Source: Own elaboration based on Atlas.ti v24.

Consistent with the above, in addition to ethics in
Al design, the social imagination of stakeholders

includes a demand for regulation of Al design and
use (E=55). In other words, the lack of regulation in
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the development and application of Al has raised
concerns about privacy and social control. For this
reason, Morales (2021) argues that the current
regulatory framework is insufficient to protect
citizens' digital rights. In this regard, Juri (2023)
highlights the need for international regulations that
balance innovation with the protection of human
rights.

For me, they always have to be regulated. There
has to be regulation. I repeat, it cannot be that a group
of people in Silicon Valley decide how technologies
are going to impact our daily lives, our countries, our
society (12:31).

The design and libertine use of AI systems
infringes on citizens' freedom and privacy in
everyday life, and therefore this dynamic of Al
directly and indirectly impacts the process of
research and knowledge generation. Therefore, its
design and use require an ethical and regulatory
framework: algorithms that monitor algorithms.

In response to the demand for algorithmic
surveillance, Figure 3 reveals a finding of paramount
importance, in the sense that Al is a symbolic social
construct (E=52) and, as such, the design of Al
algorithms depends on the interest and political will
of its promoters for its production, reproduction, and
democratic and beneficial expansion for the human
species itself. However, from a sociological
perspective, Berlinski et al. (2024) argue that Al is not
a neutral entity, but a social construct influenced by
collective imaginaries and power structures.
Furthermore, Farias (2023) highlights how Al has
become a symbol of progress, even though its
development responds to economic and political
interests that may perpetuate structural inequalities.

As surveillance algorithms are incorporated into
Al systems, the demand for inclusive and
contextualized Al (E=32) emerges in the imagination
of actors, in line with the perceived needs and
strategic interests of different social sectors at the
global level. In this sense, the development of Al
systems must consider the cultural diversity and
socioeconomic particularities of different regions of
the world. In this regard, Evangelista (2023) warns
that the hegemony of the Global North in digital
infrastructure reinforces technological dependency
relationships in the Global South. For this reason,
Berlinski et al. (2024) propose the creation of Al
systems that integrate local perspectives and
community knowledge.

I believe that this must be done in a simpler, easier
way, trying first to bring people closer by using
language that is accessible to all citizens, and using
powerful language for all citizens. The other thing is

how to generate this link and be able to work on the
regulation that I propose, between the state, business,
and citizens. Well, local mayors can form councils,
there can be discussions in neighborhood
associations, etc. (12:76).

Consistent with the above, if the drivers of Al
systems decide to incorporate algorithms that
monitor the algorithms themselves, then it will be
possible to reverse the challenges of Al, ie., its
opposition and rejection (E=23), in different social
sectors, mostly discriminated and excluded, at the
global level. Thus, despite its benefits, Al faces
resistance due to its potential risks.

There is this very sinister vision of a persecutory
state apparatus, as if there were a small camera inside
this computer sending everything, we say to a
government surveillance agency, whether Peruvian
or Uruguayan. That is also the idea that comes with
the future, for an authoritarian regime, a dictatorial
regime, this technology can be terrible (15:36).

Regarding the risks and threats of Al systems,
Sandoval et al. (2022) identify a dichotomy between
those who see Al as a tool for progress and those who
consider it a threat to human autonomy. And, from
the theory of algorithmic surveillance, (Dominguez
& Dominguez, 2023) argue that resistance to Al is
due, in part, to the opacity of algorithms and their
impact on privacy and individual rights.On the other
hand, although the wuse of AI systems has
revolutionized various areas of everyday life,
including the process of scientific knowledge
generation, the construction of technologized social
relationships has been and continues to be inevitable
in this context (E=22). According to this social
imaginary, Al has changed social dynamics,
influencing the way people interact and make
decisions. As Campione (2021) argues, Al redefines
privacy and autonomy by collecting and analyzing
large volumes of personal data. This position is
consistent with Evangelista's (2023) approach to
instrumental power, where technologies not only
process information but also structure social relations
through digital/algorithmic control mechanisms:
dehumanization.

I believe that we are experiencing a moment of
dehumanization in this sense, because for me, human
relationships, face-to-face contact, this direct
connection to be able to sell to the person in front of
me, is shifting, and we are becoming increasingly
accustomed to having these relationships mediated
by a technological device, a platform, or a social
network (12:50).

Finally, given the rapid advancement of Al
systems in different areas of global society, a radical
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social imaginary is emerging among actors
(Castoriadis, 2007), according to which it is of
paramount importance to place “human dignity
based on endogenous principles and values” (E=19)
at the center of the global debate. This means that the
development of Al systems must focus on preserving
human dignity and respect for fundamental human
values.

I reiterate that hope or alternative lies in reviving
community networks and reconnecting with the
people in our circle, so that we can compare points of
view and obtain information that contrasts with the
hegemonic discourse that is also conveyed through
this same technology (8:10).

For this reason, Petrov et al. (2024) warn that the
implementation of algorithmic surveillance systems
can compromise individual autonomy if clear ethical
limits are not established. Furthermore, Juri (2023)
emphasizes the importance of designing regulatory
frameworks that protect people's digital or
algorithmic identity and sovereignty.

In summary, the findings presented in this third
category of analysis show that Al systems pose
ethical and social challenges that require an
interdisciplinary approach. Therefore, theoretical
positions highlight the need for clear regulations,
transparency in algorithm design, and effective
oversight to prevent bias and ensure respect for
human rights (Cedefio et al., 2024). The challenge for
the scientific community is to lead the formulation of
policies that balance technological advancement with
social justice and digital equity.

5. CONCLUSIONS

On the one hand, Al has been conceptualized as
the zenith of Western modernity's instrumental
rationality, marked by the pursuit of control, order,
and efficiency within society. This paradigm,
influenced by the idea that knowledge equals power,
reinforces power structures by centralizing access to
and management of knowledge in the hands of large
corporations and states. This dynamic of Al not only
reproduces relations of domination but also
promotes algorithmic surveillance that limits
individual autonomy, epistemological diversity, and
critical thinking in research and knowledge
generation.

Conversely, the integration of Al into research has
given rise to a dichotomy between the pursuit of
process optimization and the concomitant decline of

human critical thinking and creativity. While
artificial intelligence (AI) facilitates enhanced
efficiency in the collection and analysis of
voluminous data sets, its excessive implementation
canresult in a standardization of knowledge, thereby
diminishing interpretive diversity and theoretical
and analytical depth. However, when utilized as a
complementary tool, Al has the capacity to generate
and expand new lines of research and to promote the
analytical capacity of researchers without replacing
their role in formulating research questions and
interpreting findings.

Moreover, the dearth of explicit guidelines
concerning the design and utilization of Al has given
rise to apprehensions regarding its ramifications on
equity, privacy, and the caliber of the knowledge
engendered. In essence, the opacity of algorithms
and the concentration of power in their development
have given rise to algorithmic surveillance and
manipulation that can violate fundamental rights. It
is therefore imperative to establish regulatory and
algorithmic audit mechanisms that guarantee
transparency, equity, and social inclusion in the use
of Al in research and knowledge production, in
academia, and in other areas.

In light of the findings and the research results, it
is recommended that an ethical, regulatory, and
interdisciplinary framework be formulated for the
design and use of Al in research and knowledge
generation. This framework should include the
following elements: The establishment of clear
regulations and the implementation of algorithmic
supervision and auditing are imperative to ensure
transparency and fairness in knowledge production.
The incorporation of Al as a complementary tool is
essential, without replacing the creativity and critical
thinking of researchers. The promotion of inclusive
and contextualized Al, based on epistemological
diversity and the needs of different communities and
disciplines, is necessary to avoid the homogenization
of knowledge. Furthermore, the promotion of
interdisciplinary dialogue, integrating perspectives
from the natural and social sciences, is crucial to
ensure technological development aligned with
ethical and democratic values, responding to social
needs and not just business interests. It is further
recommended that additional studies be conducted
on the subject and issues investigated, employing
complementary paradigms, with the objective of
generating critical mass and institutionalizing the
findings.
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